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Figure 1: Examples of virtual reality rehabilitation systems using D-Flow.

Abstract

D-Flow is a software system designed for the development of interactive and immersive virtual reality applications, for the purpose of clinical research and rehabilitation. Key concept of the D-Flow software system is that the subject is regarded as an integral part of a real-time feedback loop, in which multi-sensory input devices measure the behavior of the subject, while output devices return motor-sensory, visual and auditory feedback to the subject. The D-Flow software system allows an operator to define feedback strategies through a flexible and extensible application development framework, based on visual programming. We describe the requirements, architecture and design considerations of the D-Flow software system, as well as a number of applications that have been developed using D-Flow, both for clinical research and rehabilitation.
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1 Introduction

In the last couple of decades, the idea of using virtual reality for the purpose of rehabilitation has spawned a myriad of custom-built virtual reality systems. The complexity of these systems ranges from high-end systems that use complex displays and hardware devices, to systems based on single displays and low-end hardware. Virtual reality systems have been used for several forms of rehabilitation, including gait training, stability training and treatment of phobias; target patient populations include various musculoskeletal and neurological disorders.

D-Flow is a software system running on Microsoft Windows, intended for clinical research and rehabilitation using a wide range of virtual reality systems. The key concept of D-Flow is that it regards the subject as an integral part of a real-time feedback loop (patented under US6774885, EP19990949671, WO0017767, CA2345013). Using D-Flow, an operator can develop and control interactive virtual reality applications that incorporate such a feedback loop, through a flexible and extensible application development framework that is based on visual programming. Since its inception more than a decade ago, the software has been subject to several iterations of redesign, based on feedback from users in both clinical and research settings. Currently, D-Flow is being used in combination with over 30 high-end virtual reality systems worldwide (see Figure 1 for examples).

The D-Flow software system is a combination of the following components: a layer for synchronized hardware communication, a multi-display rendering system, and a modular application development framework based on visual programming. Individually, these components are not new; similar components have been developed and put to use in many virtual reality, machine control or software development applications. The distinctive quality of D-Flow is that it combines these components into a single system, with a specific focus on clinical research and rehabilitation.

The remainder of this paper is organized as follows. In Section 2 we provide a brief overview of related work on virtual reality for clinical research and rehabilitation. Section 3 describes the requirements, architecture and design considerations of the D-Flow software system and its individual components. Section 4 contains a selection of module extensions that have been developed for D-Flow. In Section 5 we describe some of the safety considerations that have been taken into account while designing and implementing D-Flow. Section 6 contains a selection of applications that have been developed by clients using D-Flow, both for clinical research and rehabilitation. We conclude with an overview and pointers for future development (Section 7).
Figure 2: An overview of a virtual reality system using D-Flow.

2 Related Work

Rizzo and Kim [2005] provide an extensive overview of several of the virtual reality systems and software tools that have been developed for rehabilitation purposes. They point out that most of these systems are interesting as ‘proof of concept’, but not ready for clinical use. Recent publications on rehabilitation using virtual reality focus on stroke patients [Henderson et al. 2007; Saposnik and Levin 2011], traumatic brain injury [Rose et al. 2005], and various pediatric rehabilitation applications [Parsons et al. 2009]. Another area in which virtual reality has been applied is rehabilitation of service members, for instance in the virtual Iraq simulation [Gerardi et al. 2008].

3 The D-Flow Software System

In this section we provide an overview of the requirements, architecture and design considerations of the D-Flow software system. First, we will describe a virtual reality system using D-Flow as a whole, followed by descriptions of its individual components.

3.1 System Overview

Figure 2 displays an overview of a virtual reality system using D-Flow. The top section of the figure shows the subject as an integral part of a real-time feedback loop (patented under US6774885, EP19990949671, WO00177676, CA2345013 [Even-Zohar 2004]). In this feedback loop, a subject is measured through a set of input devices, whose data is processed in real-time and channeled to a set of output devices that return motor-sensory, visual and auditory feedback to the subject. Example input devices are motion capture systems, force plates and electromyography (EMG) devices. Example output devices are motion platforms, treadmills, audio devices and displays. The D-Flow software system itself consists of the following components:

- The Real-Time Device Manager (RTDM), which is responsible for real-time synchronized communication with all connected devices.
- The Distributed Rendering System, which is responsible for synchronized rendering of a virtual environment on different display devices.
- The D-Flow kernel, which is the real-time framework running the actual interactive virtual reality programs (so-called D-Flow applications).
- The D-Flow Editor, which is the user interface that allows efficient and user-friendly development of D-Flow applications.

In the remainder of this section we will describe in detail each of these four components.

3.2 Real-Time Device Manager (RTDM)

The Real-Time Device Manager (RTDM) is responsible for managing communication between the D-Flow kernel and hardware devices. The requirements of the RTDM are defined as follows:

- Perform safe, high-performance communication with both input and output devices.
- Provide consistent interfaces to different types of devices, hiding vendor-specific details from the application framework where possible.
- Organize all data from acquisition devices into a single, synchronized, buffered data block, with full and flexible access.
- Allow data to be stored in a file, using popular formats that can be opened in other applications.
- Allow simulation of hardware devices in an off-line session, using previously stored data.

In essence, the RTDM maintains a set of device drivers, each of which can implement a number of interfaces for specific device types. Table 1 contains an overview of device types, along with supported vendors. To ensure continuous operation as much as possible, each device driver runs in a separate thread. Like other components in the D-Flow software framework, drivers are implemented in C++ to achieve a proper balance between performance and maintainability. In most cases, drivers do not directly control hardware devices; instead they communicate with dedicated host machines (either through TCP/IP or UDP/IP).

<table>
<thead>
<tr>
<th>Device type</th>
<th>Supported vendors / products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion Capture System</td>
<td>Vicon, NDI, NaturalPoint, Motion Analysis, XSens</td>
</tr>
<tr>
<td>6-DOF Motion Platform</td>
<td>Bosch, Moog, Sarnicola</td>
</tr>
<tr>
<td>3-DOF Motion Platform</td>
<td>Sarnicola, Forcelink</td>
</tr>
<tr>
<td>Treadmill</td>
<td>Bertec, Forcelink, HP-Cosmos</td>
</tr>
<tr>
<td>Force Plate</td>
<td>AMTI, Bertec, Kistler, Forcelink</td>
</tr>
<tr>
<td>Analog Input / EMG</td>
<td>Vicon, National Instruments Labjack</td>
</tr>
<tr>
<td>Haptic Device</td>
<td>HapticMASTER</td>
</tr>
<tr>
<td>Input Controller</td>
<td>CyberGlove, CyberGrasp</td>
</tr>
<tr>
<td></td>
<td>DirectX, Phidgets</td>
</tr>
</tbody>
</table>

Table 1: An overview of devices currently supported by RTDM. Additional devices are supported on request.
Data from acquisition devices is stored in a synchronized data buffer, which can be flexibly accessed by the D-Flow kernel. Data is stored buffered in memory with timing and frame number information. The individual drivers are responsible for converting timing information and taking into account device-specific delays. Data can be interpolated or extrapolated when a requested time stamp has no explicit counterpart in a data stream. Components in the D-Flow kernel that perform real-time data processing can be signaled when data of a specific type becomes available.

The synchronized data buffer can optionally be streamed to a file, supporting many formats, including the C3D file format (www.c3d.org) and a custom ASCII-based format. Previously stored data can be used for off-line simulation of specific data streams.

3.3 D-Flow Kernel

The D-Flow kernel is the framework in which the actual virtual reality applications can be defined. Its requirements are as follows:

- The data flow performance must allow for a real-time feedback loop, as described in [Even-Zohar 2004].
- The framework must (both in terms of flexibility and functionality) enable development of several types of interactive applications, suitable for rehabilitation and clinical research.
- It should be possible to easily add new functionalities to the framework: the framework must be extensible.
- It should be possible to modify and control the application parameters in real-time.
- The software should incorporate features that ensure safe operation of the virtual reality system.

Modules D-Flow is based on the concept of modules: manageable components with a specific functionality, which can be combined to create complex, interactive virtual reality applications. There are various types of modules present in the D-Flow software system. Some modules directly control specific hardware devices, such as a treadmill or a motion base. Other hardware modules provide access to real-time data streams from live input devices. To allow interaction between the subject and the virtual environment, there are modules that manipulate virtual objects, control playback of animations in the virtual environment, or detect collisions between objects. Finally, several modules perform specific low-level tasks, and can be regarded as building blocks for high-level functionalities. Examples are modules for controlling decision logic, variable storage and function generation. D-Flow also contains a general purpose scripting module and a module for expression parsing.

New modules are being developed regularly, while existing modules are continuously enhanced. A total overview of all modules is beyond the scope of this paper; however, in Section 4 we present an overview of a selection of D-Flow modules.

Inter-Module Communication The D-Flow kernel supports two methods of communication between module instances: data-based and event-based. Each module contains a number of named input and output channels. An output channel from one module can be connected to input channels from other modules, effectively generating a flow of data from one module to the next. Any module can access data streams from acquisition devices through the Real-Time Device Manager, by querying the synchronized data buffer described in Section 3.2.

In addition to data-based communication, the D-Flow kernel framework allows for event-based communication between modules. The operator can define a set of global events, which can be broadcast by modules at specific occurrences (i.e. when a collision between virtual objects has occurred, or a value reaches a certain threshold). Next to that, each module exposes a set of module actions that affect the behavior of the module in a specific way (i.e. enabling or disabling it, showing or hiding an object, or increasing a counter). For each module instance, any global event can be set to trigger any module action, enabling maximum flexibility in event-based communication.

Main Processing Loop The D-Flow kernel operates in a frame-by-frame fashion, where each frame consists of four main steps:

1. Wait for a signal from real-time device manager that new data is ready from a specific device (optional).
2. For each module, perform the module actions linked to events scheduled for broadcast during the previous frame.
3. For each module, perform internal processing:
   (a) Update user interface parameters (if appropriate).
   (b) Generate new output data based on input data.
   (c) Modify objects in the virtual reality environment.
   (d) Schedule broadcast of any number of global events for the upcoming frame.
4. All operations modifying the virtual reality environment are handled and displays are updated through the Distributed Rendering System (see Section 3.4).

The order in which modules are processed is based on the direction in which they are connected. In cases of loops, modules that use streamed input data from the synchronized data buffer are processed first.

3.4 Distributed Rendering System (DRS)

The Distributed Rendering System (DRS) is responsible for maintaining a virtual environment, and for synchronized rendering on multiple displays. Its requirements are:

- It should have an API that is independent of the real-time rendering engine, to allow for use of different implementations.
- It should support synchronized rendering on a large number of external displays, each with different camera setups and resolutions, independent of display type (monitor, projector or HMD). It should also support stereoscopic displays.
- All elements should be controlled with a latency low enough to support real-time feedback.
- The level of control should include any operation desired for real-time virtual reality applications, such as object transformation, skeleton-based character animation, real-time avatar display and texture animation.
- The API must be customizable and extensible.

Figure 3 shows an overview of the DRS components, each of which is described in the remainder of this section.
3.5 D-Flow Editor

The D-Flow editor is the component that forms the bridge between the operator and the application defined in the D-Flow kernel. It is the interface by which applications are developed, and by which the parameters of an application can be controlled during real-time operation. The design of the D-Flow editor is roughly based on the following set of requirements:

- Provide interfaces for application development and testing, as well as day-to-day use of an application.
- The development interface should be easy to use by operators without an engineering background.
- The user interface should be responsive at all times, suitable for smooth real-time modification and control of application parameters.

Editor Figure 5 displays an overview of the D-Flow Editor window. There exist separate sections for organizing modules, editing connections and assigning global events to module actions. Applications can be documented through grouping, labeling, and commenting. All editing is done in a separate thread, updates to the D-Flow kernel are scheduled and applied at specific moments.

3D Display The 3D display allows the operator to see what the subject sees. Currently, the operator can perform camera orbit, zoom, panning, and object selection. Future versions will add the possibility to modify object transformation and generate paths for animation. For virtual reality systems containing a single display, the operator 3D display can be directly cloned to be used as 3D display for the subject, omitting the use of image generators.

Runtime Console The Runtime Console is a customizable interface that can be used to control D-Flow applications (see Figure 6(a)). The goal of the interface is to provide a clean and efficient interface, suitable for day-to-day use of D-Flow applications.

The Runtime Console GUI can be edited interactively. It is incorporated into the D-Flow kernel through a module that automatically generates an output channel for each GUI element. GUI elements that link to data channels include sliders, drop-down boxes and check boxes, while buttons can be created and set to broadcast specific global events.

In addition to user-defined controls, the runtime console contains an interface for controlling the state of the motion base, as well as a control for monitoring connection the status of all hardware devices in the virtual reality system.
4 D-Flow Modules

In this section we present a non-exhaustive selection of D-Flow modules, along with intended purpose and motivation.

**Human Body Model (HBM)** The Human Body Model (HBM) performs a biomechanical analysis to estimate and visualize muscle forces of a human subject in real-time (as patented in [Even-Zohar and van den Bogert 2009]). For input, it uses a real-time data stream consisting of marker and force plate data. The output of the module consists of joint angles, joint moments and powers, muscle lengths and speeds, and muscle forces. The muscle forces are estimated using static optimization of squared muscle stress, based on modeled maximum forces. The different processing steps of the HBM module are schematically presented in Figure 7; a detailed description is provided by Van den Bogert et al. [2007].

**Self-Paced Treadmill** The Self-Paced Treadmill module enables self-selected walking speed for a subject on a treadmill. The speed of the treadmill is controlled using the position and acceleration of the subject (as measured by a motion capture device), using a proprietary algorithm. The measured speed of the treadmill can subsequently be used to control the visual flow in the virtual environment.

**Network Communication** This module has been designed to allow safe, real-time interaction between different virtual reality systems that use D-Flow. This allows for applications in which multiple subjects in different locations and different hardware setups are engaged in a single virtual environment.

**Balance Stick** This module can balance a stick on a motion platform, based on the position of two optical markers. It is developed as to demonstrate the real-time feedback loop (see Figure 9(b)).

**Gait Analysis** The Gait Analysis module produces various parameters useful for gait analysis, such as step information and joint angles (see Figure 9(a)). The module uses both motion capture and force plate data. Part of the module is a step detection algorithm [Roerdink et al. 2008], which is used to determine spatial gait parameters like step duration and step size. All parameters are computed in real-time, and can be used as part of a training application. This module can be used in conjunction with the self-paced treadmill module described earlier.

**Pointer** The Pointer module can use input from a motion capture device to simulate a 3D pointer. It computes pointing direction, and uses the collision detection framework of the D-Flow kernel to measure if specific virtual objects intersect with the virtual line by two 3D markers. The module can be used in shooting simulations, or other applications requiring pointing gestures.
5 Risk Management and Safety

Since the D-Flow software system is intended for use with live subjects in a medical environment, the software needs to be compliant with risk management and safety regulations for medical devices. Therefore, all development takes place under the regime of an ISO 13485 Quality Management System and is in compliance with the IEC 62304 standard for software life-cycle processes. Risk management is enforced as an integral part of the D-Flow software development process, according to the ISO 14971 standard. The IEC 62304 and ISO 14971 standards are adopted as European norm and are recognized by the US FDA and many other regulatory authorities.

An example in which these standards are applied is emergency response. This is implemented in the Real-Time Device Manager through a MIP driver (short for Main Integration Panel). The MIP driver is in constant communication with a MIP device that monitors the current state of the system. In case of an emergency situation, the software will automatically suspend its operation and wait for a manual emergency reset. Similarly, software failures are monitored through communication with a watchdog component in the MIP device. In case of a communication timeout, the emergency circuit will break and all devices will respond in an appropriate manner.

Hardware support is also developed according to the ISO 13485, which includes the ISO 14971 for risk management and the IEC 60601-1 for General Product Safety. An example of this is that on installation, systems that include a motion base or treadmill must be equipped with a safety portal or safety harness to prevent subjects from falling.

6 D-Flow Applications

In this section we will provide of overview of various ways in which D-Flow has been used in both research and clinical settings. Its purpose is to demonstrate applicability of D-Flow, not to evaluate results of any publications mentioned.

6.1 Research Applications

Several institutions have used D-Flow to perform research on human motion. Most publications involve research on response to virtual reality, stability or compensation strategies.

Stability D-Flow has been used in several occasions for research on human stability. McAndrew et al. [2010; 2011] have performed an extensive set of studies on identification of dynamic instability. They have utilized the D-Flow software system in combination with an instrumented treadmill on a motion base and a 300° surround display using 8 projectors. In their application, they apply pseudorandom perturbations to the support surface and visual field. Additionally, Hak et al. [2011] examined changes in gait parameters after platform perturbations, using a cylindrical screen, a motion base and an instrumented treadmill. Jessop and McFadyen [2008] have performed research on postural stability using binaural-bipolar galvanic vestibular stimulation.

Applicability of Virtual Reality The D-Flow software system has been used in various publications that investigate to what degree virtual reality applications can be used to simulate real life situations. Gerin-Lajoie et al. [2008] compare obstacle avoidance behavior in both physical and virtual reality, using a head-mounted display. Darekar et al. [2011] use D-Flow for additional research on obstacle avoidance in virtual environments. Kizony et al. [2010] show how functional virtual reality can be useful for dual-task training for elderly.

Hawkins et al. [2008] show a relation between game speed and performance in terms of core stability in healthy subjects. Makssoud et al. [2009] show how control of a motion base can be used to optimize walking in a virtual environment. D-Flow has also been used for research on the effect of virtual reality on subjects with fear-of-heights, using a setup with a semi-cylindrical screen, a 3-DOF motion platform and an instrumented treadmill (see Figure 10).

6.2 Clinical Applications

Balance Training In addition to research on human balance, the D-Flow software has also been used for developing applications for balance training. Barton et al. [2011a] have developed a serious gaming application targeted for children suffering from Cerebral Palsy (CP). In this application (entitled Goblin’s Post Office), children use their pelvis to steer a flying dragon towards target objects, while avoiding others (See Figures I(b) and I1).

Bugnariu and Fung [2007] use D-Flow to develop a training application for postural stability of elders, aiming at fall prevention. Vrielang et al. [2008] use D-Flow to create a training program in which amputees are tested on their balancing abilities. In their application, the subject is offered complex dual tasks, while being engaged in a challenging VR environment on a moving motion platform. Everding and Kruger [2011] demonstrate how a virtual boat-ride application can be used for amputee balance training.

Gait Training Another well-studied clinical application of the D-Flow software system is gait training. Fung et al. [2006] develop an application for post-stroke gait training. In this application, they use visual flow in combination with a self-paced treadmill to help increase walking spreads for post-stroke patients. Lamontagne et al. [2007] show how walking speeds can be increased by changing the optical flow of the environment. Makssoud et al. [2009] demonstrate a D-Flow application intended for stroke rehabilitation, in which subjects walk on a self-paced treadmill, mounted on a motion platform that mimics changes in terrain encountered in the virtual environment. Dartar and Wilken [2011] demonstrate a D-Flow application for gait training that makes a subject adapt to a
symmetrical gait pattern (See Figure 12). Mert at al. [2010] demonstrate an application that helps patients with decreased hip power to improve their gait by applying contra-lateral platform rotations.

Miscellaneous  Barton et al. [2011b] use D-Flow to create a virtual mirror box. This research project is based on reported improvement of movement following treatment with a real mirror box [Ramachandran and Rogers-Ramachandran 1996]. To overcome the limitations of physical mirrors, and to extent freedom-of-motion, D-Flow has been used to generate delayed mirrored images of non-affected limbs during gait (see Figure 13).

De Groot et al. [2003] use D-Flow to perform a body analysis that is used to increase shoe efficacy of subjects with movements problems. Lees et al. [2007] develop an application to find the best treatment option for balance training, by measuring the kinematic response characteristics after a perturbation of a subject on a motion platform. Berard et al. [2011] use D-Flow to develop an application that uses visual flow to provoke changes in head motion, which can be used for training of stroke patients. Subramanian et al. [2007] develop an application for arm rehabilitation for patients with motor deficits due to central nervous system lesions.

7 Summary

We have described the D-Flow software system, as well as several applications developed for clinical research and rehabilitation. The wide range of applications that have been developed so far supports the claim of flexibility and applicability of the software system.

In the future, we expect an increasing number of research and rehabilitation facilities to be using the D-Flow software system for development of immersive virtual reality applications that contain a real-time feedback loop.
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